
Figure 5: DAG MultipleSpawner Architecture, R = Resource

Building upon this, a simple benchmark was made to evaluate the gain in getting access to a com-
pute resource with a NVIDIA P100 GPU. A Notebook with the Tensorflow and Keras quick start
application [61] was used to get a rough estimate of how much time would be saved in building a
simple neural network that classifies images. Listing 5, shows the results of running the notebook on
the GPU powered compute resource for ten times in a row, and Listing 4 shows the results of running
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